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INTRODUCTION

This report presents a general discussion aboudtthtegies and methodologies that will be used
in the inverse version of the time harmonic fieldc&ic logging problem (THFEL). In the
inverse version we are interested in obtainingaaghen formation parameters given a set of
measurements and the tool configuration. Due tovéy complex non-linear relationships
between the formation parameters and the loggiolgn@asurements, it is practically impossible
to compute or approximate an acceptable solutiondiyg direct inversion techniques. For this

reason, we will concentrate our attention in ineerdeling.

INVERSE MODELING

Inverse modeling, also known as iterative inversisra procedure in which the forward or direct
problem is repeatedly solved for a given model,ciwhs updated at each iteration, until some
optimization criterion is achieved. The succesaroinverse modeling procedure depends on the
assertive choice and appropriate interaction ofbsigic elements of the inversion process [1].
Although the specific characteristics of most ajgé elements are generally determined by the
properties of the particular problem under consitien, there is always a plenty of alternatives

that can be considered in order to improve theoperdnce of the inverse modeling procedure.

Next, those six basic elements of the inversiorcggse are described. Figure 1 illustrates the

relationships among them.

1.- Inversion Data.



The inversion data consists of a set of quantegativservations or measurements that are used as
the input data for the inversion process. The isioerdata can be experimental (recollected from
the real physical problem) or theoretical (genefapalytically by a simulation of the physical
problem). In practice, experimental data is geme@ntaminated with noise. The quality of an
inversion data set is determined basically by theunt of non-redundant information contained

in it, which is of great importance for the succetthe inversion process.

2.- A Priori Information.

Consists of any additional knowledge about parsicproperties or conditions of the problem.
Generally, a priori information can help to chdse most appropriate definitions for other of the
elements in the inversion process, as for exanmgleniversion model and the objective function.

A priori information can be of qualitative nature\aell as of quantitative nature.

3.- Inversion Model.

The inversion model consists of the set of unknowhgh are to be estimated by the inversion
procedure. In other words, it represents the prolsi@hysical properties that we are interested in
compute. Such a set is often referred as the nuataimeters or, simply, the model. The space
defined by all possible combinations of model paetars is called the model space. In many
practical situations, the physical properties repneed by the model are continuos functions of
space, time, or any other variable; and some pdremaggons are required. Parametrization can
be accomplished in many different ways by usindiéques such as splines, wavelets, Fourier
transforms, discrete representations, etc... Tipeogpiate choice of an inversion model is very
important for the performance of the inversion pahare. A good model must be as simple as

possible while providing a reliable representatbthe physical problem’s parameters.

4 .- Forward Modeling Algorithm.

The forward modeling algorithm is a procedure fomputing the response of a given model. It
generates synthetic data by implementing a thealesimulation of the physical problem [2].

The forward modeling algorithm can be interpretecanultidimensional function that maps the



model space into a different space that is called data, or solution, space. Notice that the
inversion data set is one point of the solutiorcepdhe availability of a good forward modeling
algorithm is of great importance for the successhefinversion process. Deficient algorithms

generally lead to modelization errors that detetmthe performance of the inversion procedure.

5.- Objective Function.

The objective function, also called error, costfioress function, provides a measurement of
misfit between a given model and a possible satutimdel. It compares the response of the
given model (synthetic data) with the inversionadsét. Notice that the objective function does
not necessarily identifies the correct solution elod@his is because, as it will be seen later, the
correspondence between points in the model andsgatzes is not necessarily unique. However,
objective functions are very useful for identifyiggod solution models. Generally, they are
defined in such a way that good solutions are &xtat the minima. So, the optimization

problem is transformed into the minimization prableof the objective function. A good

selection of the objective function is very impaoittdor the success of the inversion process
because it assists to reduce the amount of spusolusions and to emphasize the differences

between them and the actual one.

6.- Inverse Modeling Algorithm.

The inverse modeling algorithm, also called thehoétof search, consists of a set of rules which
objective is, starting form an initial model, todi a better one into the model space. By a better
model, we refer to a model which response is cltséhe inversion data set (according to the
objective function) than the response of the ihiti@e. There exist a huge variety of methods of
search; but they can be cataloged into two maiegoaites, which are the global methods and the
local methods. They will be discussed in more tidtder. Again the choice of the inverse
modeling algorithm plays an important role in thecess of the inversion process. Generally, the
best choice is determined by the nature of the lprokitself an factors as the quality of the
inversion data set, existent a priori informati@mgmputational complexity of the forward

modeling algorithm, availability of the derivativesc...
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Figure 1: Elements of an Inverse Modeling Procedure

In summary, as it can be seen at Figure 1, theseveodeling process consists of a recursive
procedure in which the inversion model is updatecach iteration. The final goal of the

inversion process is to find an image in the magece (an inversion model) for the given
inversion data; in other words, a point in the mosjgace such that the forward modeling

algorithm would map it into the solution spacelasgiven inversion data.

THE EARTHEN FORMATION MODEL

The general earthen formation model to be usedherinversion of the THFEL problem is
presented in Figure 2. The discretization of thehea formation into concentric cylindrical
zones can be justified by the fact that clearlyedéntiable types of zones actually occur in the
practice. They are the borehole, the mud cakejnb@&ded formation and the real formation.
Although each of them are not homogeneous zones, fifoperties can be considered to present
less variations inside themselves than among thtowever, the number of zones in the model

may be always increased in order to provide a betfgesentation of the actual formation.



Figure 2: Earthen Formation Model.

Notice from Figure 2 that the zone’s conductiviteee the only model parameters considered as
unknowns. The radii of the boundaries, on the okizerd, are considered to be known and will
not constitute inversion model parameters. So, tiase to be defined with a reasonable value.
The earthen formation model has been defined swwaly in order to avoid the non-linearities of
great complexity introduced by radii variations.tide, however, that the limitations introduced
by fixing the values of the radii may be always reene by increasing the number of zones in

the model.

Additional a priori information can be also usedirtgprove the inversion model. For example,
the knowledge of the borehole radius can be ingatpd into the model; and the knowledge of
the mud conductivity may be used to define a bettmiting model. In this way, a more accurate
representation of the earthen formation will bevpted and a better performance from the

inversion procedure will be obtained.

LOCAL SEARCH ALGORITHMS



Local search algorithms start searching from adaféaed initial model and use the information
in the local derivatives of the objective functitm update the model at each iteration. The
objective function or error surface iR R, where n is the dimensionality of the data sp&be.
goal of a local search algorithm is to find thebglbominimum of the error surface; however that
may not be necessarily accomplished because thireevalways a risk for the algorithm to get

trapped into a local minimum.

Gradient methods [3], iterative Born approximatjdhand Newton methods are among the most
popular local search algorithms. Only the first tare going to be implemented for the THFEL
inversion procedure. That is because they only oglythe first derivatives of the objective
function, which can be analytically approximated. [®n the other hand, other local search
algorithms that require second order derivativeshsas the Newton methods, are not a good
option for the THFEL inversion procedure becauseheir extremely expensive cost from a

computational point of view.

In general, local search algorithms consists @log lof iterations that is terminated when certain
stopping criterion is achieved. At each iteratitmee basic steps are performed. First, the
objective function and its derivatives are evalddta the current model. Second, a jump in the
model space is computed by using the informatiavided by the objective function and its
derivatives. And third, a new model obtained byiagdhe jump to the previous one. The
stopping criterion consists of a set of condititimst determines when the updated model could

represent a valid solution.

GLOBAL SEARCH ALGORITHMS

Global search algorithms perform their search byingthrough the model space following a

set of rules with certain random foundation. Thag perform a purely random search as it is the



case of Random Walks, or do it with some diregtias it is the case of Simulated Annealing [6]
and Genetic Algorithms [7]. In general, they do rerjuire knowledge of the objective function

derivatives. The only information they need is th&ie of the objective function itself.

According to the results presented in [1], simdatnnealing and genetic algorithms have
proven to be good alternatives in geophysical isieer problems. For this reason, they are the

global search algorithms that will be implementedthe THFEL inversion procedure.

Simulated annealing algorithms are based on thgndetween the problem of finding the
minimum of a function of multiple variables and tkttistical mechanics phenomenon of
annealing [1]. In this kind of optimization techo#&) the randomness of the search is controlled
by a parameter called the acceptance temperatutiisiway, at the beginning of the execution,
the algorithm searches randomly all over the objecfunction. Then, as the acceptance
temperature is decreased, the searching process terget concentrated in certain region; but
always with the eventual chance of jumping awaye @ the most important features of

simulated annealing is that there is always a pdigiof escaping from a local minimum.

Genetic algorithms, on the other hand, are basetheranalogy between the way biological
communities evolve and the problem of maximizinduaction of multiple variables. They

perform their search by considering a ‘populatiohimodels instead of a single model at a time.
The best fitted models, according to the objectivection, are selected at random to be
combined and create a new generation of modelthdrsame way that the process of natural
selection improves the average performance of Bdimal population after some generations,
genetic algorithms will improve the average fittinfa set of models after certain amount of

iterations.

Global optimization methods are in general moreausbithan local methods. In fact, they are less

vulnerable to get stuck into local minima becaussy tperform a more exhaustive search than



local search technigues do. However, they preseatdisadvantage of being much more

intensive from the computational point of view.

OTHER CONSIDERATIONS ABOUT THE THFEL PROBLEM

The time harmonic field electric logging problenmhieh is described in [2], has some important
properties that must be considered in order tondefihe most appropriate alternatives for the

inversion procedure.

The most important peculiarities of this problene ats complexity and non-linearity. The
measurements registered at the logging tool areethét of the combination of the primary field
injected by the tool and all its reflections andltiple reflections coming back from the earthen
formation. So the resulting measurement is a vempgicated non-linear function of the

formation parameters, the tool configuration asdriégquency of operation.

Under those premises, global optimization meth@#srsto be the most appropriate alternative
as inverse modeling algorithms; however, the bignmatational cost involved in these kind of
algorithms makes them impractical in most of theesaOn the other hand, local search methods,
if provided with a good starting point, prove to\my efficient and reliable algorithms for the
solution of the THFEL inverse problem. The problenthat a good starting model cannot be
always provided. Nevertheless, it is possible tplak the benefits of both global and local
methods by using an hybrid optimization schemes Tast option seems to be the most suitable

alternative [1].

Another property of the THFEL problem is the nonique correspondence between the
formation model parameters and the tool measureand@is means that it is possible for the

same set of measurements to represent the respodigterent formation models. However, this



problem can always be reduced by increasing thebeumf linearly independent measurements

in the inversion data set.

As a final remark, it is important to mention thaectf that due to the unavailability of
experimental data, the inversion data to be useth®inversion will be generated analytically
by the forward modeling algorithm. Uniformly andrn@l distributed noise will be eventually
added to the theoretical data in order to makesitihelations more realistic and to provide means

for evaluating the performance of the inversioroatbms.

CONCLUSIONS

The complexity and non-linearity of the THFEL preinl make inverse modeling to be the most
appropriate option. Proper choice of each of teenehts involved plays a very important role in

the success of the inversion procedure.

The inversion model has been defined by a set nfluctivities corresponding to the discrete
representation of an earthen formation shown inféi@. As it was explained before, the number

of zones and radii are assume to be known anditidedixed parameters of the model.

Among the existing inverse modeling algorithms,rfotithem have been considered as possible
alternatives. Two global methods, which are sinadainnealing and genetic algorithms; and
two local methods, which are the Born approximat@amd gradient methods. Also, the

combination of them in hybrid optimization scherhas been considered.
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